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How Existing and Developing Laws 
Apply to Artificial Intelligence  
Part I 
  
Susan Andrews, Founder and Principal of Andrews Dispute Resolution

The use of Artificial Intelligence (AI) by busi-
nesses is becoming increasingly prevalent due 
to its evolving and improving advantages. Most 
global businesses reported an increase in per-
formance or profitability from digital transfor-
mation including AI over 24 months based on 
KPMG’s Global Tech Report 2023. [1]  

This expansion of AI activity increasingly high-
lights the need for legal oversight of the appro-
priate and ethical development and use of AI. 
Such activity also draws attention to the nature 
of AI. Obviously, most things have both nega-
tives and positives, and AI is no exception. 

The following quotes address aspects of the na-
ture of AI: 



“Artificial intelligence is not a substitute 
for human intelligence; it is a tool to am-
plify human creativity and ingenuity.” — 
Fei-Fei Li, Co-Director of the Stanford In-
stitute for Human-Centered Artificial In-
telligence and IT Professor at the Gradu-
ate School of Business [2] 

“People treat the current AI models like 
experts when they should be treated like 
children.” — Robert Bergman, CEO, Next-
Level Mediation 

“Technology is always a double-edged 
sword.” — Stephen Morris, Drummer [3] 

  
Thus far, two major legal developments in the  

United States and the European Union have 
emerged to address the concerns with AI, the 
EU Artificial Intelligence (AI) Act (“EU AI 
Act”) and the Artificial Intelligence Account-
ability Act (“US HR 3369”). The article title 
subject has been separated into two parts, with 
this article being Part I and a subsequent arti-
cle to be Part II. Part I addresses the afore-
mentioned legal developments, while Part II 
will further address the subject with broader 
global coverage and a focus on some of the 
substantive or practice areas that are triggered 
by AI and relevant laws. 

EU AI Act 
The EU AI Act was adopted on 13 March 2024 
by a 523-46 European Parliament majority. 
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The EU AI Act aims to both regulate the ethi-
cal use of AI [4] and to extend to AI legisla-
tion the Brussels effect that occurred with the 
General Data Protection Regulation (GDPR) 
[5]. In other words, the European Union, 
through its legal institutions and standards, 
exercises a global power to “Europeanize” 
important aspects of global commerce. [6] 

Because the EU AI Act is expected to be 
broad, it is likely to have a significant impact 
on businesses, and this application of the law 
will start between early 2025 and early 2026, 
depending upon the type of technology and 
system. Also, it divides AI systems into vari-
ous risk levels and can impact both users and 
providers. Therefore, businesses should be 
aware that they might be regulated as both 
users and providers of AI technology and sys-
tems, depending upon their activities. 

Further, the EU is intending to develop addi-
tional legislation targeting specific areas, 
such as products liability, employment, and 
copyright. The products liability legislation is 
already being developed, while the employ-
ment and copyright laws are expected to 
emerge following the June 2024 EU elec-
tions. [7] 

Finally, as it relates to this article, compliance 
with the EU AI Act does not relieve business-
es from their obligations with existing EU 
laws, including certain sectoral legislative 
acts. Examples of such laws include personal 
data, consumer protection, social policy, na-
tional labor law and practice, and product 
safety (to which existing sectoral legislative 
acts also apply). [8]  

US HR 3369 
US HR 3369 was introduced to the United 
States House of Representatives on 16 May 
2023. US HR 3699 instructs the Assistant 
Secretary of Commerce for Communications 
and Information to conduct a study on ac-
countability measures for AI systems, to hold 
meetings with relevant stakeholders for the 
purpose of soliciting feedback, and for other 
purposes, including submitting a report.  

The study is to include an analysis of how ac-
countability measures: are being incorporat-
ed into AI systems used by communications 
networks and electromagnetic spectrum shar-
ing applications; can facilitate the closing of 
the digital divide and assist the promotion of 
digital inclusion in the United States; and 
may reduce risks related to artificial intelli-
gence systems, including cybersecurity risks. 
The study is to also analyze how the term 
“trustworthy” is used, defined and applied, as 
well as the relationship between the terms 
“trustworthy,” “responsible” and “human-
centric” with respect to AI. [9]  

Comparison Points of EU AI Act and US 
HR 3369 [10]  
The EU AI Act defines AI as software devel-
oped with machine learning, logic- and 
knowledge-based approaches, and statistical 
approaches, including deep learning, while 
US HR 3369’s definition focuses on systems 
using machine learning. 

The former applies to AI systems placed on the 
market, put into service, or used in the EU, re-
gardless of development origin, while the lat-
ter’s scope of application is on companies  
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providing AI systems in the healthcare, trans-
portation, and criminal justice sectors which 
pose significant risks to privacy, security, or 
other public interests. [10] 

The EU AI Act defines AI as high risk if in-
tended for use as safety components of prod-
ucts or in critical applications such as em-
ployment and essential public services where 
significant risks can arise. US HR 3369’s defi-
nition of high risk focuses on whether AI’s use 
involves significant impacts on individual 
rights, safety, or critical services access, or 
poses systemic risks to such sectors as finan-
cial stability or public safety. [10] 

The EU AI Act imposes compliance obligations 
of risk assessment, high quality datasets, 
transparency and user information provision, 
robustness, accuracy, and security measures, 
while US HR 3369 requires impact assess-
ment, bias and discrimination testing, trans-
parency reports, and privacy safeguards for 
high-risk AI systems. Enforcement mecha-
nisms under the EU AI Act involve significant 
fines of up to 6% of annual global turnover or 
€30 million, whichever is higher, plus other 
corrective measures. Under US HR 3369, rele-
vant federal agencies could impose unspecified 
penalties that might include fines, injunctions, 
and other corrective actions. [10] 

Transparency requirements of the EU AI Act 
include mandatory information sharing re-
garding AI systems’ capabilities and limita-
tions. US HR 3369 requires  mandatory dis-
closure to regulators, and in some cases to the 
public, of the logic, data, and design processes 
of high-risk AI systems. [10]  

Data governance under the EU AI Act requires 
data quality and management without bias 
and with privacy, especially for high-risk AI 
systems, while US HR 3369 focuses on pre-
venting discrimination and ensuring data pri-
vacy and security by AI systems. While the EU 
AI Act has mandatory human oversight of 
high-risk AI systems to ensure they can be 
overridden or disabled and to reduce risks, US 
HR 3369 stresses the importance of human 
review and decision making authority, particu-
larly in critical decisions affecting individual 
rights and safety. The technical documenta-
tion and record keeping requirements of the 
EU AI Act are technical documentation and 
logs for high-risk AI, while US HR 3369 man-
dates detailed documentation of the design, 
development process, and training data for 
high-risk AI systems to facilitate oversight. 
[10]  

Finally, under the EU AI Act, market sur-
veillance and monitoring involves marketing 
authorities monitoring the market to ensure 
compliance, including the ability to carry out 
inspections and impose remedies. In contrast, 
US HR 3369 requires federal agencies to mon-
itor compliance and conduct evaluations of AI 
systems’ impacts in critical sectors. [10] 

Conclusion 
In the context of the adoption of AI for the le-
gal industry generally and as it pertains to 
business more specifically, the somewhat 
fragmented and inconsistent nature of the en-
suing standards inherent in the existing and 
emerging laws is bound to create ambiguity. 
Such ambiguity is likely to be both an advan-
tage and disadvantage in the legal context, as 
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the potential inconsistent and incompatible le-
gal standards lead to challenges. The reality is 
that this situation will create more disputes for 
resolution through the plethora of dispute reso-
lution processes ranging from negotiation and 
mediation to arbitration and litigation. 

This concludes Part I on the subject of how ex-
isting and developing laws apply to AI, with its 
focus on the two major legal developments in 
the US and EU, the EU AI Act and US HR 3369. 
Part II will further address the subject of AI law 
enforcement with broader global coverage and 
a focus on some of the substantive or practice 
areas that are triggered by AI and relevant laws.  
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